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ABSTRACT
Impaired social functioning is a symptom of mental illness (e.g., depression, schizophrenia) and a wide range of other conditions (e.g., cognitive decline in the elderly, dementia). Today, assessing social functioning relies on subjective evaluations and self assessments. We propose a different approach and collect detailed social functioning measures and objective mobile sensing data from N=55 outpatients living with schizophrenia to study new methods of passively accessing social functioning. We identify a number of behavioral patterns from sensing data, and discuss important correlations between social function sub-scales and mobile sensing features. We show we can accurately predict the social functioning of outpatients in our study including the following sub-scales: prosocial activities (MAE = 7.79, r = 0.53), which indicates engagement in common social activities; interpersonal behavior (MAE = 3.39, r = 0.57), which represents the number of friends and quality of communications; and employment/occupation (MAE = 2.17, r = 0.62), which relates to engagement in productive employment or a structured program of daily activity. Our work on automatically inferring social functioning opens the way to new forms of assessment and intervention across a number of areas including mental health and aging in place.
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INTRODUCTION
Social functioning describes how well an individual is able to interact with their environment and fulfill key skills associated with the social roles they hold within the environment, such as in the domains of social activities, work, and family relationships [13, 72, 91, 88, 76, 51]. As such, social functioning is a key factor of interest in many research areas aimed at understanding and assessing mental health. For example, social functioning has been a key factor in understanding the experiences of individuals suffering from schizophrenia-spectrum disorders [48, 40], depression [13, 101], and personality disorders [73]. Beyond the domain of mental disorders, deterioration in social functioning is also associated with the aging process because elderly people can also experience a reduced capacity and vulnerability to stress [102, 11, 59, 68] that can impact their ability to successfully interact with their environment and perform their social roles on a day-to-day basis. Given the significance of social functioning as a key factor in overall well-being, there is growing interest in developing passive assessments for monitoring social behaviors, measuring the results of therapy, and designing accurate interventions. However, the standard practice for assessing social functioning in clinical and non-clinical settings to date are typically based on self-reports (e.g., survey responses) or face-to-face evaluations (e.g., interviews). While informative, such approaches are often costly, labor-intensive, and suffer from limited ecological validity [92]. What is needed are new approaches to passively and continuously assessing social functioning in the context of daily life so that timely interventions can be designed. Inspired by this need and other emerging studies on how mobile technologies can be used to understand and assess mental health [18, 5, 96, 62, 80, 79, 9, 7, 99, 29], in this paper we ask: (1) What behavioral patterns are associated with social functioning in daily life? (2) Can we predict social functioning through passive behavioral sensing assessments derived from people’s smartphones?

To answer these questions, we collected a rich and real-world dataset of social functioning measures and multimodal mobile sensing data from people living with schizophrenia, who were outpatients at a large psychiatric hospital in New York
City. Impairment in social functioning is a central feature of schizophrenia symptoms that is present in most patients [47, 31, 27]. The importance of social functioning in the assessment of schizophrenia has been acknowledged in the Diagnostic and Statistical Manual of Mental Disorders (DSM-5 [4]); the standard classification system for mental disorders used by mental health professionals in the United States. People who have been clinically diagnosed with schizophrenia tend to vacillate between periods of remission and episodes of symptom exacerbation [87], which often triggers shifts in behavioral patterns. These symptom features require the collection of a high-quality longitudinal dataset of social functioning in daily life to capture the considerable variability and change in the behavioral patterns.

The mental health sensing study, CrossCheck, was first introduced in [8]. To date, researchers have leveraged the dataset for innovative analyses focused on assessing problematic symptoms that indicate relapse in schizophrenic patients. For example, Wang et al. [95] developed inference models based on sensing data to predict symptoms that were self-reported from patients (e.g., seeing things, hearing voices, feeling depressed) with a mean error of 7.6% of the score range. In [97], passive sensing data was used to predict Brief Psychiatry Rating Scale (BPRS) scores, which is a 7-item measure that describes symptoms directly associated with schizophrenia that are provided by clinicians (not the patients themselves) with ±1.59 MAE. However, these studies were narrowly focused on monitoring the psychotic symptoms themselves (e.g., delusions, hallucinations, disorganized speech, catatonic behavior [17, 4]) to identify whether an individual was at an increasing risk of schizophrenic relapse [8]. But the findings from this previous work are less sensitive to understanding the general social functioning of these patients.

In this paper, we focus on understanding and assessing the everyday behavioral patterns of schizophrenic patients in order to predict their general social functioning. Differentiated from the work above that focuses on schizophrenic symptoms or risk of relapse, we specifically investigate the social functioning, a more generalized area of broader interest to the HCI community. We combine our year-long mobile phone sensing data collected in the wild with detailed social functioning measurements clinically administered every 3 months. Social functioning is measured by the Social Functioning Scale (SFS) [12] questionnaire, which rates social interactions, interpersonal relationships, and activities of independent living in 7 sub-areas: social engagement/withdrawal, interpersonal behavior, prosocial activities, recreation, independence-competence, independence-performance and employment/occupation. We find the impairments and disabilities in each detailed area of social functioning are associated with different behavioral signals captured by smartphones. Our approach is an instrumental step toward designing timely interventions that can be deployed in the context of people’s natural lives, and can lead to behavioral insights that generalize to other populations with mental health issues or other social functioning difficulties.

The structure of the paper is as follows. We start by discussing the related work on social functioning and then detail our study, dataset, models, methods, results and insights. We also discuss the privacy and ethical implications surrounding the collection of sensitive data from populations at risk – we make some concluding remarks on this important topic in the discussion section. Our results show mobile phones can accurately predict social functioning impairment among the people living with schizophrenia in our study. Our results on sensing social functioning open the way to new forms of assessment and intervention across a number of areas important to the HCI community, such as, mental health, aging in place, cognitive decline and dementia.

Privacy, Ethics and Disclosure
While it is clear that clinicians and patients could benefit from passive sensing, there are risks associated with collecting sensitive data. Considering the broader concern about ethics and privacy in this field, the misuse of such technologies could cause serious privacy issues. In what follows, we discuss how such sensitive sensed data and inferences should be protected.

First, researchers must make sure that participants knowingly consent to give up some of their privacy during the study. We explicitly stated the risks of participation in our consent forms, and discussed this in detail while enrolling participants. During enrollment, participants also had the opportunity to ask questions and were given supportive materials including visuals outlining all sensors and information collected by the app. Prior to obtaining consent, we also tested participants’ knowledge of the type of data collected, whether the study was confidential, not anonymous, and ways in which we protect their data. Participants were administered a competency screener to verify that they understood the details and were able to provide informed consent. They were not allowed to participate if they could not pass this test.

We have taken great effort to protect the privacy of our participants. We took extra precautions with this vulnerable population when developing the study, software and refined the data we collected down to only the essential identifiable sensors and data captured for this study. Almost all the data captured by the app was unidentifiable. For example, we developed unique processing (conversation detecting algorithms) on the device itself to capture the presence of socialization, omitting the need to capture any actual spoken word. The voice detection algorithm only detects whether the person is around speech, and does not collect the content of conversations, only the frequency and duration of conversations. We also captured light sensing, accelerometer, and the number of calls and texts a participant sends during the course of a day; each unidentifiable, and if disclosed, would have little consequence to the participant. We did not collect other types of sensitive information (e.g., web-browsing, keyboard strokes, social media content, friends/family’s phone numbers, pictures, videos). In addition, all the sensed data is decoupled from demographic data and is associated with a random study ID.

RELATED WORK
HCI researchers have examined ways of using passively collected sensing data to infer individual and community behaviors and mental states in different contexts [81, 50, 53, 71].
For example, Alharbi et al. [3] designed WillSense, a wearable device to collect fine-grain eating behaviors in the wild among people with obese, overweight, and normal BMI. Li et al. [63] utilized IDSense tags for unobtrusive human object interaction detection that enables inferring daily activities at home. Sun et al. [89] used MoveMeant, a location awareness app to monitor local community ties and support local community building. HCI researchers have also leveraged naturalistic content from online communities to address broad topics including self-disclosure [66, 104], behavioral prediction [22, 23], community norms [21] and mental illness [35, 38].

Mental health is one of the common domains underlying these efforts. In recent years, there has been increasingly influential work on mobile sensing for mental health [18, 5, 96, 62, 80, 79, 9, 7]. In [77], the authors used an early mobile sensing platform device [26] to show how conversation and physical activity can be used to infer mental and social well-being among elderly adults living in a continuing care retirement community. The StudentLife study [96] demonstrated that depression, stress, loneliness, and flourishing are associated with passive sensing behaviors (e.g., conversation, sleep, activity, co-location). Seab et al. [80] investigated that location features extracted from GPS data including circadian movement, normalized entropy, and location variance, and phone usage features including usage duration and usage frequency are associated with depressive symptoms. The findings from their initial study were replicated [79] using the StudentLife dataset [96]. Canzian et al. [18] developed an extended set of mobility features over [80, 79] to show how location data is related to depression [86, 61, 60]. Wang et al. [98] proposed a set of symptom features derived from phone and wearable sensors that proxy the DSM-5 defined depression symptoms specifically designed for college students. Sarker et al. [81] propose a pattern mining method to detect significant stress episodes in a discontinuous time series of rapidly varying mobile sensor data. Researchers also develop remote monitoring tools for clinicians or self-care interventions for mental health. Schroeder et al. [83] contribute a conversational mobile web app to help people with complex disorders maintain positive relationships, and control their emotions. The intersection between ubiquitous computing and sensing, social media and emerging technologies offers promising avenues for novel human-centered designs in enhancing mental wellbeing [94].

Social functioning impairment in schizophrenia [17] is studied widely by several authors. The studies range from understanding human social cognition which is highly affected by schizophrenia to studying how it is impaired by the illness. The work in [12] discusses new methods for quantifying social functioning impairment in schizophrenia using the SFS survey to assess social functioning. Other researchers [6] show that social cognitive impairments can be mitigated with the help of family members of patients with schizophrenia by being conscious of their expressed emotion. HCI researchers have studied social functioning impairment across a wider range of conditions; for example, aging, cognitive decline and dementia [102, 11, 59, 68, 102, 65, 19], as well as hearing impairment [56] and post-traumatic stress disorder [37]. HCI researchers have designed or evaluated innovative systems that offer social support and improve social interaction. Adams et al. [1] examine the health applications of staccato social support in mobile environments designed for brief, rapid social sharing and interaction. Wiley et al. [102] design Message Center, a home-based communication solution for enhancing elder communication. Laput et al. [65] propose the StoryCubes system that creates mutual understanding and appreciation between independent living residents through the experience of telling and listening to stories.

**DATASET**

The CrossCheck study [95] is a randomized control trial (RCT) [20] conducted in collaboration with a large psychiatric hospital, Zucker Hillside Hospital, in Long Island, New York. The whole study lasted for 4 years and recruited 150 participants for 12 months using rolling enrollment. The participants are randomized into either the smartphone arm (n=75) or treatment-as-usual arm (n=75). Potential study candidates are identified according to the hospital’s electronic medical records [8, 95]. Participants receive Samsung Galaxy S5 Android phone equipped with the CrossCheck app and receive a tutorial on how to use the phone. They are asked to keep the phone turned on, to carry it with them as they go about their day, charge it close to where they sleep at night and also answer EMA every 2-3 days. The research staff check the daily report of sensed data and would call noncompliant patients to assist and get them back on track. Due to these efforts, the sensing data shows good compliance except for the cases when the participants had relapses and were hospitalized with the phones being off. We exclude these days during the analysis (thus all the aggregated values discussed in the paper are normalized by the number of valid data during a time frame). In this paper, 55 participants in the smartphone arm who were complying with the study and social functioning assessment are involved in the analysis. Table 1 shows demographics of 55 participants. The demographics in our sample is also reflective in the ratio reported in other research [15].

**Table 1: Demographics of participants**

<table>
<thead>
<tr>
<th>race</th>
<th>count</th>
<th>percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asian</td>
<td>1</td>
<td>1.82%</td>
</tr>
<tr>
<td>Native Hawaiian or Other Pacific Islander</td>
<td>3</td>
<td>5.45%</td>
</tr>
<tr>
<td>Black or African American</td>
<td>17</td>
<td>30.91%</td>
</tr>
<tr>
<td>White</td>
<td>19</td>
<td>34.55%</td>
</tr>
<tr>
<td>More than one race</td>
<td>13</td>
<td>23.64%</td>
</tr>
<tr>
<td>Unknown or Not Reported</td>
<td>2</td>
<td>3.64%</td>
</tr>
</tbody>
</table>

**Mobile Sensing Data**

The CrossCheck app collected a wide range of behavioral passive sensing data from the phone. The details of system design

1This study was approved by the Committee for Protection of Human Subjects at Dartmouth College and Institutional Review Board at North Shore-Long Island Jewish Health System.

2To ensure the acquired data has a broad coverage of behaviors, participants’ personal phone numbers are migrated to the new phone and they are provided with an unlimited data plan for data uploading. In addition, to encourage the adherence, participants are compensated $20 every 3 months during the assessment based on participation and the length they were in the study. We also give them the phone after the completion of the study.
have been discussed in the prior work [95, 97]. More specifically, it captured physical activities [42], locations [46], ambient sound levels [45], voice/noise labels [77], number of calls and text messages [43], application usage, screen lock/unlock, and ambient light intensity [44]. We compute features from the passive sensing data on a daily basis, which describe participant’s behaviors (e.g., duration of different physical activities in a day, conversation duration and frequency, different types of places visited, app usage).

Social Functioning Assessment

A clinical assessor administers each participant’s symptom severity, depression, and social functioning in person every 3 months during the year-long study. As discussed earlier we use the SFS survey [12] to measure the social functioning of outpatients in our study. The questions of SFS are informed by the Disability Assessment Schedule [55] and previously successful psychosocial intervention programs. SFS is shown to be valid, reliable, and sensitive to assessing a range of social functioning impairment [12]. As discussed SFS consists of 7 sub-scales: 1) social engagement/withdrawal, which measures time spent alone, initiation of conversation and social avoidance; 2) interpersonal behavior, which captures number of friends/having a romantic partner and quality of communication; 3) prosocial activities, which assesses the engagement in a range of social activities (e.g., sport); 4) recreation, which gauges the engagement in a range of hobbies, interests, and pastimes; 5) independence-competence, which inquires about the ability to perform skills necessary for independent living; 6) independence-performance, which rates the performance of skills necessary for independent living; and finally 7) employment/occupation, which relates to the engagement in productive employment or a structured program of daily activity. A higher sub-scale score indicates better social functioning.

Table 2: Statistics of Social Functioning Scale

<table>
<thead>
<tr>
<th>SFS sub-scale (scale range)</th>
<th>response range</th>
<th>overall mean( std)</th>
<th>within-person range*</th>
</tr>
</thead>
<tbody>
<tr>
<td>social engagement (0-15)</td>
<td>2-15</td>
<td>112(5)</td>
<td>2(5)</td>
</tr>
<tr>
<td>interpersonal behavior (0-30)</td>
<td>4-29</td>
<td>203(4.9)</td>
<td>5(3-8)</td>
</tr>
<tr>
<td>prosocial activities (0-66)</td>
<td>0-61</td>
<td>20(12.2)</td>
<td>12(8-17)</td>
</tr>
<tr>
<td>recreation (0-48)</td>
<td>0-39</td>
<td>20.6(8.5)</td>
<td>10(5-16)</td>
</tr>
<tr>
<td>independence-competence (0-39)</td>
<td>19-39</td>
<td>36.7(3.4)</td>
<td>3(1-5)</td>
</tr>
<tr>
<td>independence-performance (0-39)</td>
<td>7-39</td>
<td>28.3(6.7)</td>
<td>7(5-10)</td>
</tr>
<tr>
<td>employment (0-10)</td>
<td>0-10</td>
<td>5.3(3.4)</td>
<td>2(1-4)</td>
</tr>
</tbody>
</table>

* Values in median(LQ-UQ) where LQ and UQ means the lower quartile (25%) and upper quartile (75%) respectively.

Table 2 shows the range of the sub-scales, the range of the scored responses from our study participants, the overall mean and standard deviation and the median, lower and upper quartile of the ranges of within-person changes among the multiple assessments during the year. Many participants experienced varying levels of social functioning during the study, which consents to other longitudinal studies in social functioning [93, 57, 30, 2]. We also observe that a participant may score higher in certain sub-scales and lower in others. For example, one participant has higher scores in social engagement and interpersonal behavior but lower scores in prosocial activities.

MODEL AND METHOD

Behavioral Features

We incorporate features that describe the six aspects of daily behaviors from the smartphone passive sensing data. Specifically, we compute the features of 8 categories listed in Table 3, including physical activities, mobility, sleep patterns, ambient environmental context, face-to-face conversations, smartphone-based communications, smartphone usage and semantic location. Features are computed on a daily basis and broken down into four epochs of the day: morning (6am-12pm), afternoon (12pm-6pm), evening (6pm-12am) and night (12am-6am), that allow us to model people’s behaviors during different parts of the day. Note that we compute new features for social functioning that has not been well-studied before. For example, smartphone-based communications features now include the usage of apps for voice or video calls (e.g., Skype and Hangouts); the time on different types of apps, e.g., social networking (Facebook, etc.), game, browser, entertainment (music/audio/video, etc.), and engagement (finance/tools/education/business, etc.) is also well investigated. Importantly, we consider semantic location features. SFS contains questions about activities at different types of places. For example, the “Social Engagement/Withdrawal” section asks “do you leave the house”; the “Independence-Performance” section asks about “buying everyday items from stores”; and the “prosocial” section asks about “visiting art gallery/museum”. Motivated by the questions, we aim to assign semantics to places where participants visit. Specifically, we consider the following places: home, food, travel, art & entertainment, nightlife, education, park & outdoors, library, shop, gym, medical and residence. We compute the time spent at these places during a certain time frame.

Table 3: Features computed from mobile sensing data

<table>
<thead>
<tr>
<th>category</th>
<th>details*</th>
</tr>
</thead>
<tbody>
<tr>
<td>physical activities</td>
<td>duration on foot / in vehicle / on bicycle / sedentary</td>
</tr>
<tr>
<td>mobility</td>
<td># of locations visited, distance travelled</td>
</tr>
<tr>
<td>sleep patterns</td>
<td>sleep duration, sleep start time, and sleep end time</td>
</tr>
<tr>
<td>ambient env. context</td>
<td>amplitude of ambient sound, level of ambient light</td>
</tr>
<tr>
<td>12f conversations</td>
<td># of conversations, duration of conversations</td>
</tr>
<tr>
<td>smartphone-based</td>
<td># of in-coming phone calls, # of out-going phone calls,</td>
</tr>
<tr>
<td>communications</td>
<td># of in-coming SMS, # of out-going SMS, duration of usage of apps for voice or video calls</td>
</tr>
<tr>
<td>smartphone usage</td>
<td># of lock/unlocks, unlocked duration, duration of using different genres of apps: social networking, game, browser, entertainment and engagement</td>
</tr>
<tr>
<td>semantic location</td>
<td>duration @ home, food, travel, art &amp; entertainment, nightlife, education, parks &amp; outdoors, library, shop, gym, medical and residence</td>
</tr>
</tbody>
</table>

* We have 115 behavioral features in total. The length of each feature is 160, corresponding to the number of SFS responses adopted in our dataset. The unit could be in seconds (e.g., duration of various activities, conversations, etc.), an integer of counts (number of places visited, number of lock/unlocks, etc.), or ambient light level/ambient sound amplitude directly from sensors.

To label locations with semantics, we first cluster the raw GPS coordinates using density-based spatial clustering of applications with noise (DBSCAN) [36]. The centroid of each cluster is considered a significant location, where a participant dwells for a significant amount of time. We first label a significant
location as the home where a participant spends most of the time and typically frequents between 2 am to 6 am. We use the Foursquare API [39] to label the other significant locations. It takes a GPS coordinate and a radius as input and returns a list of location entities. Each location entity is associated with a name, coordinates, and categories (e.g., food, art&entertainment). We test the sensitivity based on different radiiuses: 50m, 30m and 20m. Overall, 50m outperforms the rest in predicting the social functioning scores. Therefore, we use the semantic features from a radius of 50m in the analysis. A location may be associated with multiple different categories. We compute the dwell duration at a location for all associated location categories. For instance, if the API returns “food” and “art&entertainment” categories for a given significant location, we include the dwell duration at this significant location to both “food” and “art&entertainment” places. This is an approximation given that there is an error in location coordinates. We do not simply select a single returned location entity closest to the significant location coordinate because as mentioned GPS data is noisy [34] and the same building could be associated with different semantics.

Association Analysis
In order to understand how the passive sensing data is associated with SFS, we use principal components analysis (PCA) [82] and generalized estimating equations (GEE) [64, 52] to explore the associations between the principal components of behavioral features computed from passive sensing data and SFS sub-scale scores. Specifically, we look at the sensing data within 90 days prior to the SFS response. In what follows, we discuss our association analysis method in detail.

Principal Components Analysis. We compute the mean for each daily feature (e.g., mean of daily conversation duration in the 90-day time frame) per participant. After computing the features, we organize the features in a matrix $M$, where a column represents one of the 115 features, and a row represents features that are associated with one of the 160 SFS responses. We apply PCA on $M$ to find a small number of principal components (PCs) that explain most of the variance in the feature matrix $M$. Using PC scores in our analysis presents several advantages over using behavioral features. First, selecting a smaller number of PCs significantly reduces the feature dimensionality. Second, each PC can be interpreted as a behavioral pattern. For example, if a PC has large positive weight in the component for phone unlock duration and phone call duration features, and large negative weight for still duration, we would interpret this PC represents a high phone usage and high sedentary behavioral pattern. The absolute value of the PC score represents how significant this pattern is to a row in $M$ (i.e., a participant’s behavioral patterns within the 90 days prior to the SFS response). Figure 1 shows the cumulative variability in the data explained by the top-n principal components. We select the top 23 PCs in $M$ that explain 90% of the variance for our analysis.

Bivariate GEE. We apply bivariate GEE [64, 52] to investigate how the selected 23 PCs are related to SFS scores by regressing the PC scores to SFS sub-scale scores. The SFS data is longitudinal: we receive multiple responses from one participant at different time in the year long RCT study. The responses from the same subject are dependent. We apply GEE to the combinations of 23 PCs and 7 SFS scores. To determine the false discovery rate (FDR), we perform the two-stage Benjamini-Hochberg procedure (TSBH) [10].

Predicting Social Functioning Scale
We experiment with different methods to find the best predictive model for social functioning scale. Specifically, we experiment with different time windows, different dimensionality reduction methods and different machine learning models. In what follows, we discuss our method in detail.

Prediction Time Window. Social Functioning Scale asks a respondent’s experience over the last 3 months. Therefore, it is intuitive to use the sensing data within 90 days prior to the response to predict the SFS scores. However, we suspect participants’ responses may subject to recall bias such that the responses may be more accurate to describe the participants’ recent behaviors. Therefore, we also examine the predicting performance using shorter time windows. We assess the prediction performance with 90-day, 60-day, 30-day, and 15-day time windows.

Feature Transformation and Dimensionality Reduction. We experiment three different approaches for feature transformation and dimensionality reduction: PCA [103], truncated SVD [49], and Kernel PCA [82] with radial basis function kernel. We assess the prediction performance of using different number of principal components explaining 70%, 80%, 90%, and 95% of the variance for different time windows.

Figure 1: The cumulative variability in the data explained by the top-n principal components. We include the top 23 principal components that explain 90% of the variance in our analysis.

3The GEE method is designed to analyze longitudinal data. It is an extension of Generalized Linear models (GLM) [70] to model the regression and within-subject correlation separately. The GEE approach fits marginal models, therefore is commonly used to estimate population-averaged effects. Suppose $Y_{it}$ represents the response from participant $i$ at the $t$th measurement, the bivariate GEE model is usually described as $g(\mu_{it}) = \beta_0 + \beta x_{it}$, where $\mu_{it} = E(Y_{it})$ denotes the expectation of the response for subject $i$ at time $t$, $x_{it}$ is the value of feature for participant $i$ at time $t$ from sensing data, $g$ indicates a link function, $\beta_0$ is the intercept, and $\beta$ denotes the association between the sensing feature and the response. The p-value associated with $\beta$ shows the probability of the coefficient being zero.

4The TSBH first examines the distribution of p-values to estimate the fraction of the null hypotheses that are actually true. It then uses this information to decide when a p-value is low enough to be called a discovery. This presents a rigorous approach to the analysis.
We investigate the correlation between the PC scores associated with 23 PCs and the SFS sub-scale scores using GEE and prediction models. We evaluate the prediction performance of linear regression (Lasso [90]/Ridge [54]/ElasticNet [105]), linear support vector regression (LinearSVR) [33], support vector regression with the radial basis function kernel (SVR_rbf) [85], extremely randomized trees (ET, Extra Trees) [41], random forest (RF) [14], and XGBoost [24].

We first apply 5-fold cross-validation to evaluate the prediction performance of a time window, dimensionality reduction method, and predictive model combination. We first iteratively split the data into 80% training and 20% hold-out testing. We then use the training fold to tune model hyper-parameters (e.g., regularization strength, learning rate, depth of regression trees, number of estimators) which maximizes prediction performance using 5-fold cross-validation. We train the predictive model with the best hyper-parameter using all the training data and test on the test set. We report test mean absolute error (MAE), root-mean-square error (RMSE) and Pearson correlation between predicted values and the SFS ground truth.

During the training process, in some folds, the data from the same subject could be split to both training and testing groups while the data of other subjects might only exist in either training or testing group. Therefore, we consider these mixed settings as where some of the patients may have been assessed multiple times while others may not. For example, there are some patients who were hospitalized and had been assessed, however, clinicians must still keep track of their status even after they are discharged. Nevertheless, there are also other patients who do not have any SFS records in the system, and clinicians need to get an initial sense of their status. The 5-fold cross-validation training process reports averaged performance metrics of models considering these circumstances.

To better understand the robustness of the system, we further perform the leave-one-subject-out (LOSO) validation. In the LOSO, models are trained on the data from other study participants with one subject’s data left out. This emulates a new patient without any historical SFS records. In addition, we perform a customized leave-one-subject-out (CLOSO), which uses the first data point (in chronological order) of one specific patient combined with all the data points of other patients to predict the responses of that patient in latter assessments. This corresponds to a situation (which happens mostly in real practice) that patients have established their first medical record in the hospital and will rely on the app to track the social functioning afterwards.

**RESULTS**
In what follows, we present results for association analysis and prediction of social functioning.

**Association Analysis**
We investigate the correlation between the PC scores associated with 23 PCs and the SFS sub-scale scores using GEE and FDR as discussed earlier. We label each principal component by investigating its loadings (i.e., the weights associated with features). We rely on the highly ranked behavioral features (i.e., features with larger absolute weight in the component) to understand the typical behaviors that make up each principal component. Our results show that 10 of the 23 behavioral patterns (i.e., principal components) are associated with various social functioning sub-scales. We list the 10 behavioral patterns and their corresponding features in Table 4, where the features in each pattern are ordered by the absolute value of the weight.

**Behavioral Patterns.** The behavioral patterns are listed in Table 4 in detail. It shows the behavioral characteristics of each pattern indexed by the n-th component of PCA (e.g., Pattern 1 where 1 is the first component of the PCA). The listed patterns are associated with social functioning sub-scales. Specifically, Pattern 1 describes people who often talk on the phone; Pattern 3 describes people who travel longer distance during evening and night (often using vehicle); Pattern 4 describes people who communicate with others using SMS rather than face to face social interactions captured by the audio sensor periods; Pattern 7 suggests people who are more active on foot, spend more time in brighter places in the mornings and afternoons periods, and have less exposure to face to face conversation interaction – more socially isolated; pattern 9 describes people who do more exercise on bikes; Pattern 11 is associated with people who like to spend time in educational settings and sleep late and be gamingless; Pattern 14 describes individuals who show up frequently in libraries, show up less in residential areas (e.g., places which may be the homes of their friends) but not in the residential area where they live; Pattern 17 describes people who tend to rarely visit the gym, go to bed early, rarely make long phone calls during the night, spend less time at home, use more communication apps (e.g., Hangout, Skype, Messenger), and use less social networking apps (e.g., Facebook; pattern 21 suggests people who are mostly engaged in playing games on the phones.

**Associations between behavioral patterns and social functioning sub-scales.** Table 5 shows the behavioral patterns that are associated with the 7 social functioning sub-scales. A higher sub-scale score indicates better abilities and performance in a social functioning domain. A positive association between a pattern and a sub-scale suggests people whose behavior matches such pattern are more likely to have a higher sub-scale score, thus higher ability. Conversely, a negative association suggests people whose behavior matches such pattern are more likely to have a lower score (i.e., more likely to have impairment). In what follows, we describe our findings.

**Social engagement sub-scale** measures time spent alone, initiation of conversation, and social avoidance tendencies. It asks questions about the time one gets up, the hours one spends alone, the frequency one starts a conversation at home, the frequency one leaves home, and how one reacts to the presence of strangers. We find the social engagement sub-scale is negatively associated with pattern 7 (being physically active outside during the day without others around) and positively associated with pattern 17 (spending less time in the gym and going to bed early).

**Interpersonal behavior** sub-scale asks about the number of friends, the quality of the relationship, and communications
We find two patterns that indicate the strength and weakness in recreation score whereas pattern 3 (traveling and socializing with others at night) is positively associated with recreation. The finding suggests participants who are engaged in educational settings or mobile games tend to have fewer hobbies and interests, while those who socialize with other people during the night are more likely to enjoy various recreations.

**Independence-competence** sub-scale measures people’s ability to perform the skills necessary for living independently. Such abilities include taking public transportation, budgeting, handling money correctly, cleaning, weekly purchasing, taking care of personal appearance. These abilities are usually internal and hard to be captured by passive sensing. However, we find two patterns that indicate the strength and weakness in this scale. Stronger pattern 9 (bike riding and spending time in different places) indicates a higher independence competence score whereas weaker pattern 4 (texting and chatting on the phone without others around) indicates a lower independence competence score.

**Independence-performance** sub-scale examines the performance of skills necessary for independent living. Unlike the Independence-Competence sub-scale, the independence-performance sub-scale asks how often people perform activities necessary in independent living rather than their self-evaluated abilities. We find that pattern 1 (talking over phone) is positively associated with the performance in activities. Although calling and texting are often associated with interpersonal motives [58], no prior work shows the correlations between using calling on phones and the performance of skills necessary for independent living. There is a need to better understand the reason for such connections.

**Employment or occupation** sub-scale measures engagement in employment or structured daily activity program. The score ranges from 0 to 10 where 10 indicates either full time gainful employment or occupation. The pattern associated with higher scores in the employment sub-scale is positively associated with full time gainful employment or occupation.
earnings, full time employment, or are homemaker managing most household affairs for self and 0 indicates unable to make attempts to find a job [12]. Pattern 3 (traveling and socializing with others at night) and pattern 13 (Sleeping and waking earlier) are positively associated with engagement in employment or occupation. Pattern 3 describes people who are likely to enjoy the nightlife whereas pattern 13 portrays who are early to bed, early to rise and having fewer activities on foot during the afternoon and evening. They might depict two styles of employers: some are night owls who like to have fun after work until late, and some prefer early hours. It is not surprising since traveling in a vehicle (regular commute) in the evening and night is very likely to be a sign of employment. On the other hand, existing literature suggests the link between work schedules and chronotype, in which the authors found the unemployed are less likely to be morning types [74].

**Predicting Social Functioning Scale**

We present the best combinations of time window, feature transformation, and predictive model to predict the SFS sub-scale scores in Table 6. The performance is reported using mean absolute error (MAE), root-mean-square error (RMSE), Pearson correlation, the association between the predicted and the true values grouped by 5 folds in cross validation. We also compare the MAE and RMSE of our model with the baseline model, in which every test case is predicted using the mean of the scores from the training data. Overall, the tree-ensemble models (RF, ET & XGBoost) outperform linear regression and SVR models. The mean absolute error is around 10% of the possible range of each sub-scale. The predicted SFS scores are positively associated with their responses. All the predictive models are performing better than the baseline models.

To further understand the performance under various scenarios, we present the accuracy from LOSO and CLOSO. Table 6 shows the performance of the best models. In general, we find that the pure LOSO process performs poorly. This indicates that our dataset is still not sufficient enough in order to train a model purely on the data from other people. This is somehow expected; social functioning sub-scales consist of many items that measure a specific type of functioning from multiple behaviors. Those behaviors could be highly personalized, even among people with similar scores. Behaviors, unfamiliar to the model from an unseen user, prevent the system to be trained well. Therefore, we still need to leverage knowledge from the population and a small amount of subjective behavioral patterns; in this case, we adopt the first chronological response of the participant. This additional data point serves as an initial anchor; the models then predict the following variances based on the knowledge from the population. The performance of CLOSO is significantly better than LOSO’s and close to 5-fold cross validation’s. We calculate the mean absolute error for each participant during the LOSO and CLOSO, and thus compute the distribution of the per-user errors. The per-user absolute errors from CLOSO are less than 15% of the total range for most of the sub-scales.

Previous studies in sensing schizophrenia show that the variations or trajectory of sensed behaviors are informative in predicting the dynamic symptoms. However, including these features did not show any significant improvement in our prediction. We assume these features are unimportant to prediction social function where it asks about the recent/past aggregated activities. Therefore, we choose a simple approach; that is, we adopt only the average of sensed behaviors in d days (where d = 90, 60, 30, 15) before the date of the assessments as predictors in our model. Considering the different characters in sub-scales, SFS measures behavior in various periods for different sub-scales. In particular, participants are asked “how often you have done the following over the past 3 months” in prosocial activities, independence-competence, and independence-performance, while for other sub-scales the period is not explicitly indicated. As shown in Table 6, we find different optimum window for each sub-scale. The model selects an optimal window of a 90-day time frame for prosocial activities, independence-competence, and independence-performance, which matches the way social functioning is measured. This verifies that the mobile sensing techniques can capture the daily behaviors for automatic assessment. For sub-scale with questions mostly focusing on current status without specifying a range of time (e.g., social engagement/withdraw and interpersonal communication), we find shorter time frames work better.

The model performs worst in predicting the recreation sub-scale. The reason might be due to the disability of mobile phone sensors in capturing detailed items for recreation, such as swimming, gardening, cooking, etc. In addition, the authors of SFS [12] report that the reliability (α coefficient [28] = 0.69) of the recreation sub-scale is significantly lower than the other sub-scales (0.82-0.87). This indicates that the people could not remember the frequency of various recreational activities over the past 3 months. In future studies, extra mobile sensors can be leveraged for better capturing recreational activities.

**Patient Case Studies**

Here we highlight one anecdotal case study for showing the effect of this model. The patient in Figure 2 is a 50 year-old white female diagnosed with schizophrenia. She has a high school education, is unemployed and lives independently. She was working as a secretary in her last job. She was enrolled in Mar. 2015 and did not experience any relapses during the study. At the beginning of the study, she reported that usually in the morning, she had breakfast, drank coffee, watched news channel, did shower and dress, checked schedule and phoned with friends; in the afternoon, she did job searching, going for work appointment, workout, spending time with husband; and during the evening, she watched TV, then went to sleep. In the first 6 months, she was confident in her capability of employment and was looking for jobs every day. However, her daily occupation significantly changed according to her assessment in Sept. 2015. During that time, she usually slept until 2-3 pm and watched TV with husband during the afternoon. She was still confident that she was capable of some sort of employment, but she rarely did any job hunting. Her last assessment in Mar. 2016 showed that she watched TV almost all the time in the morning as well as in the afternoon. She reported dinner, cleaning up and sleep as the major occupation in the evening. She thought she would have some difficulty in employment and never looked for a job during that time.
We use a number of computational approaches to better understand behavioral patterns associated with various aspects of social functioning. We demonstrate how we can design features and train a model using mobile sensing data from phones of outpatients with schizophrenia to predict social functioning. To the best of our knowledge, we are the first to use mobile sensing in wild settings to study social functioning. Importantly, our approach in assessing social function is applicable to other areas of interest to the HCI community including, for example, cognitive decline in the elderly and dementia. Furthermore, we believe our work opens the way for the development of new forms of assessment and intervention across these areas.

**Implications for Social Computing and Health Research**

The computational methods discussed in the paper augment current methods to improve understanding of social functioning developed by HCI community; for example, face-to-face evaluation [100] (which can be labor-intensive) and extracting behavior and language from social networks, such as Facebook, Twitter and Reddit [16, 84] (which can only captures online behavior and not continuous assessment in the wild afforded by our approach). In the future, an approach that combined mobile sensing and social media may prove to be even more effective.

Our approach highlights the importance of using multi-modal data in assessing various components of social functioning. In addition to features that have proved effective in prior research [95, 97], we show new features (e.g., communications through mobile phone applications like Skype, Hangout, semantic locations) are important signals for social functioning. Specifically, this work demonstrates how researchers can use the classical PCA technique for interpretable and generalizable behavioral patterns associated with different outcomes. Our approach also shows the steps of combining machine learning techniques (e.g., feature transformation, dimensionality reduction, testing various time windows) to improve the accuracy of assessment models for accessing everyday behavioral patterns in order to predict their general social functioning. This work also proposes three scenarios for understanding performance in different potential clinical settings. It suggests researchers think about the subsequent design and development of possible intervention or support tools. This detailed investigation of how the models might be applied in real-world clinical settings, and understanding the extent to which they may or may not work in various contexts.
Implications for HCI and Design
We believe our approach opens up new forms of social functioning assessment and intervention in the wild to improve people’s lives. Specifically, we imagine a “sensing core” (that can accurately assess social function in a passive low burden manner) integrated into existing and future health care systems. For populations living serious mental health issues as discussed in this paper, our approach could be a game-changer: many people living with schizophrenia for example live on the edges of our society (like many of the people in our study), many do not have access to good healthcare services or even a stable place to live – fewer than 40% of people living with schizophrenia have contact with mental health services for treatment [32]. In the future, we imagine phone-based mental health assistants will combine passive assessment and social functioning intervention (e.g., akin to cognitive processing therapy) to inform and help people. There are many different design options to consider in the future from standalone systems to ones integrated with care support systems.

We also believe automated tools can be designed to be integrated into domain expert systems using our methods. For example, utilizing PCA of sensor data, clinicians can understand the patterns associated with higher and lower social functions of populations of clients in specific locations, and can be provided with more accurate interventions and suggestions for their target communities by the system – for example vulnerable communities, such as those with mental health issues, aging in place, homeless, etc. We imagine that various providers could integrate core social functioning sensing and intervention technology into their systems – for example, the core could trigger intervention and an early warning sign to clinicians when an outpatient has a significant deterioration of social functions. Furthermore patients, or other at need groups, such as elders, can also benefit from accurate assessment, self-reflection and intervention tools. Using our approach, individuals with social functioning impairment are able to learn from the behavioral patterns of groups with higher social functioning, and potentially avoid patterns of groups with lower social functioning. For example self-tracking of social functioning requires advances in how such data could be presented to the user in an informative and validated manner. Such challenges are at the core of HCI design. How do you present data and hints in an effective manner? How do you take into account that no design or model fits all? Our approach advances how future systems can be designed. Many mobile intervention systems (e.g., [83, 67]) include predefined conversational therapies, however, they need considerable user input to provide suggestions. Our methods can be integrated into intervening HCI designs [69, 1, 78] to automatically find out personalized strategies according to individuals’ current status and improve social functions.

Implications for Sensing Populations at Risk
The participants in our study live extremely challenging lives and we were aware that many had not used a smartphone before and importantly did not fully understand the types of data being collected. Because of this we spent a considerable amount of time and effort educating participants about smartphones and the data being collected. Our team included computer scientists, psychiatrists, clinical psychologists, IRB specialists and the head of psychiatric research at Zucker Hillside Hospital, which specializes in the treatment of schizophrenia. Collectively the team had considerable experience working with vulnerable populations and mobile technology. For example, our mobile UI (e.g., self-reports, turning on/off sensor streams, etc) was designed by a clinical psychologist who has specialized in the development of mobile technology for communities with severe mental illness for two decades. It is important that participants fully understand the implications and risks associated with consenting to a mental health study in the wild. As part of the education and consent process, we screened out people incapable of understanding mobile technology, the data being collected and risks associated with participation.

CONCLUSION
We recognize the limitations of our work. (1) We only have 160 social functioning reports to train our models on. All patients live in a large dense city and the models may not generalize to other locations, such as, patients living in rural communities. (2) Smartphone sensing, though captures a variety of personal behaviors, is still limited to capture the fine-grained items in the questionnaire. For example, according to Table 6, the recreation sub-scale has the worst performance. It might be because mobile phone sensors are not able to capture detailed items in recreation such as “swimming”, “gardening”, etc. In the future, we could study additional sensing modalities (e.g., wearables, in-house sensors) for more accurate predictions. Due to privacy requirement we only collect the metadata and do not look at the exact content in social media, SMS and audios). In the future, we could study privacy-preserving NLP technologies to boost performance. (3) Some of the analysis and discussions imply some assumptions that may not be generalizable. For example, most of the employees in our study have full-time jobs and are working at regular hours as cashiers, construction workers, etc. Consequently, our interpretation of employment sub-scale is based on regular job hours. However, the results and interpretations may not be generalizable when applied to another dataset, where people could work on non-traditional hours. Researchers should pay attention to this when they generalize the results in this paper. (4) The performance from LOSO reveals that it is still challenging to accurately predict a new patient’s social functioning without any historical SFS records. This is inevitable at this stage - we have made the best effort to enroll the participants and collect the year-long data, but the dataset is still small. (5) The real-world impact of the prediction errors is still unclear. For example, from the data science perspective, MAE of 6.6 for recreation is 13.7% error and the lower the MAE, the better the prediction. However, from a strictly clinical perspective, the impact is not yet clear due to the lack of substantial research on the subject. That is why we hope we could open new directions to be precisely studied in future work.
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